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I. INTRODUCTION

Hypervisor activity is designed to be hidden from guest Virtual Machines (VM) as well as external observers. In this paper, we demonstrate that this does not always occur. We present a method by which an external observer can learn sensitive information about hypervisor internals, such as VM scheduling or hypervisor-level monitoring schemes, by observing a VM. We refer to this capability as Hypervisor Introspection (HI).

HI can be viewed as the inverse process of the well-known Virtual Machine Introspection (VMI) technique. VMI is a technique to extract VMs’ internal state from the hypervisor, facilitating the implementation of reliability and security monitors[1]. Conversely, HI is a technique that allows VMs to autonomously extract hypervisor information. This capability enables a wide range of attacks, for example, learning a hypervisor’s properties (version, configuration, etc.), defeating hypervisor-level monitoring systems, and compromising the confidentiality of co-resident VMs. This paper focuses on the discovery of a channel to implement HI, and then leveraging that channel for a novel attack against traditional VMI.

In order to perform HI, there must be a method of extracting information from the hypervisor. Since this information is intentionally hidden from a VM, we make use of a side channel. When the hypervisor checks a VM using VMI, VM execution (e.g. network communication between a VM and a remote system) must pause. Therefore, information regarding the hypervisor’s activity can be leaked through this suspension of execution. We call this side channel the VM suspend side channel, illustrated in Fig. 1. As a proof of concept, this paper presents how correlating the results of in-VM micro-benchmarking and out-of-VM reference monitoring can be used to determine when hypervisor-level monitoring tools are vulnerable to attacks.

II. FINDING A HYPERVISOR INTROSPECTION CHANNEL

Although virtualization aims to isolate VMs, it has been demonstrated that an attacker can determine co-residency of two Amazon EC2 instances through the network [2] and detect hypervisors remotely [3]. These examples relate to the work presented here, however this work goes beyond learning information about a remote VM or the existence of a hypervisor. Our project aims to use the remote VM as a tool to observe and acquire sensitive information about the hypervisor on which the remote VM is running.

We noted that network communication would be disrupted when the VM is suspended by the hypervisor, and these disruptions could be observed by an external observer. This resulted in the discovery of the aforementioned VM suspend side channel.

One challenge with this approach is finding and developing a low latency network utility that can measure the monitoring interval of VMI passive monitoring frameworks. Typical network sockets that operate in user space spend too much time receiving a packet to keep up with how quickly packets can be sent out from user space. Thus, we are looking into ways to reduce the time it takes to receive a packet. We are currently developing a kernel space talker and listener (Linux kernel module) to achieve this goal.

Another challenge we will face further into the project is determining what kind of information we can get out of the network traffic generated by the network side channel.

III. USAGE OF HYPERVISOR INTROSPECTION

In order to thoroughly understand the limit of HI, we also consider different levels of a user’s control over the target VM. For example, the user can have the highest privilege on the target VM, e.g., root access and kernel modification. There is also the case that the HI user has limited access to the target VM. For example, if an attacker wishes to escalate his or her privilege in a VM, he or she can only execute user-level processes. This second scenario poses more challenges in designing the HI.

In this fast abstract, we focus on a malicious use of the side channel as an attack vector on remote systems, but we note that the side channel can also be used for legitimate reasons such as remote monitoring and learning more about a specific hypervisor. Because we are using this side channel as
an attack vector, we must make reasonable assumptions about the capabilities of the attacker. The attacker can be thought to have either partial or full control of the victim VM. If the attacker has full control of the VM, he can install whatever software he wants, including high privilege code running at the kernel level. Conversely, if the attacker only has partial control of the VM, he would likely only be able to run user space code with limited functionality.

IV. Sample Attack Against VMI

A. Attack Model

Our attack model assumes that an attacker has full control (i.e., root access and the ability to modify the guest OS) of a VM. The attacker wishes to use that VM to extract information from the underlying hypervisor, such as the monitoring interval and duration of any hypervisor-level monitoring. In order to extract this information, he or she needs to establish a network connection between the VM and a remote machine, which uses a high-resolution clock to record accurate timestamps.

In a cloud environment, one can expect these VMs to run on hypervisors with the same configuration as the hypervisor hosting the attacker’s VM. The information obtained by HI enables the attacker to perform more sophisticated attacks on high-value neighboring VMs. One such attack is a transient attack, where malicious activity occurs between monitoring checks.

B. Initial Design

To determine the monitoring interval, the attacker must measure the VM suspend time. A naïve method is to record the arrival rate of signals being sent from the victim VM to the attacker. A break in the signals being sent could be indicative of a VM suspend initiated by the hypervisor. Observing these beacons directly gives insight into the victim VM, but these measurements are highly sensitive to environmental effects, e.g., network switch latency or routing policies.

Another method for capturing VM suspends is to have the victim VM perform some computation and determine how often it was interrupted by the hypervisor. The victim VM can continuously increment a counter and then transmit the counter value periodically. The attacker receives these counter values and records the highest value received. A lower value (i.e., fewer increments) corresponds to more VM suspends while a higher value (i.e., more increments) corresponds to fewer VM suspends. This approach relies on quick transmission of the counter value to the attacker.

Although this counter value does not tell us the exact monitoring interval, it can reveal the overhead introduced by the hypervisor. It is also possible to increase the time it takes for the monitoring to check the VM by performing a spamming attack on the VM [1]. We believe we can determine the monitoring interval by analyzing the values and arrival rates of the counter while performing a spamming attack. Fig. 2 illustrates the attack at a high level.

We obtained a baseline counter transmission rate by implementing a naïve user space TCP client/server. This naïve approach showed that the TCP could send the counter value every 268 µs. This transmission rate is too low to detect VM suspends, which occur on the order of tens of microseconds [4]. In order to increase the transmission rate, we are implementing a kernel level client/server to remove context switch overhead when transmitting the counter value.

V. Future Work

This fast abstract details our first steps towards using HI to exploit hypervisor-level monitoring frameworks. Once our kernel space client/server is implemented, we will obtain baseline measurements on the time intervals we can accurately detect and measure. This baseline will provide an understanding that VMI passive monitoring tools will need to perform their checks quickly, so as they cannot be detected through a VM suspend side channel.

We also plan to explore legitimate uses for HI, such as independent assessments of the QoS of rented cloud infrastructure or detection of insider attacks launched by super users of the cloud infrastructure.
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